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ABSTRACT

Email services use spam filtering algorithms (SFAs) to filter emails

that are unwanted by the user. However, at times, the emails per-

ceived by an SFA as unwanted may be important to the user. Such

incorrect decisions can have significant implications if SFAs treat

emails of user interest as spam on a large scale. This is particularly

important during national elections. To study whether the SFAs of

popular email services have any biases in treating the campaign

emails, we conducted a large-scale study of the campaign emails

of the US elections 2020 by subscribing to a large number of Presi-

dential, Senate, and House candidates using over a hundred email

accounts on Gmail, Outlook, and Yahoo. We analyzed the biases

in the SFAs towards the left and the right candidates and further

studied the impact of the interactions (such as reading or marking

emails as spam) of email recipients on these biases. We observed

that the SFAs of different email services indeed exhibit biases to-

wards different political affiliations. We present this and several

other important observations in this paper.

CCS CONCEPTS

• Information systems→Email; •Networks→Networkmea-

surement.
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1 INTRODUCTION

The spam filtering algorithms (SFAs) in the widely-used email ser-

vices of today such as Gmail, Outlook, and Yahoo do not provide

any transparency on their internal workings. Given the lack of

this transparency, an important question to study is whether these

SFAs hold any biases towards certain political affiliations. This ques-

tion is motivated by the growing body of evidence suggesting that

the biases in online algorithms can influence undecided voters. For

example, Epstein et al. showed that the bias in search rankings can

shift the voting preferences of the undecided voters by as much

as 20% without those voters being aware of the manipulation [23].

Furthermore, several US political candidates in the 2020 US elec-

tion raised concerns that the email clients were filtering out the

campaign emails they were sending to their constituents [1].

Research Questions: In this paper, we attempt to assess the fair-

ness of the SFAs of three dominant email services, Gmail, Outlook,

and Yahoo, in the context of the 2020 US election. Specifically, we

study the following four research questions:
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• Q1: Do SFAs of email services exhibit aggregate political

biases? How do these biases compare across email services?

• Q2:Do SFAs treat similar emails from senders with different

political affiliations in the same way?

• Q3: Do the interactions of the users with their email ac-

counts, such as reading emails, impact the political biases

of SFAs?

• Q4: Do SFAs exhibit different political biases for recipients

belonging to different demographic?

To the best of our knowledge, there is no prior published work that

has examined biases in SFAs towards political campaigns.

ProposedMethodology:To answer these questions,we conducted

an extensive study during the 2020 US election over a period of 5

months from July 1, 2020 to November 30, 2020 on Gmail, Out-

look, and Yahoo. We created 102 email accounts and subscribed

to 2 Presidential, 78 Senate, and 156 House candidates. To accu-

rately estimate the political biases and mitigate any potential ef-

fects of demographics (ethnicity, age, and gender), we created mul-

tiple email accounts with different combinations of demographic

factors and designed two experiments. The first experiment stud-

ies the general trends of biases in SFAs across the email services

for the Presidential, Senate and House candidates. The second ex-

periment studies the impact of different email interactions such as

reading the emails, marking them as spam, or vice versa on the

biases in SFAs. We designed an automated process to perform all

the subscriptions, and took periodic backups to keep all the email

accounts active as well as to keep track of the correct number of

spam emails received over the course of data collection for each of

the three services.

We made several important observations in our study. For ex-

ample, as an aggregate trend, Gmail leaned towards the left while

Outlook and Yahoo leaned towards the right. Yahoo retained about

half of all the political emails in inbox (up to 55.2%marked as spam)

while outlook filtered out the vast majority of emails (over 71.8%)

fromall political candidates andmarked them as spam. Gmail, how-

ever, retained the majority of left-wing candidate emails in inbox

(< 10.12% marked as spam) while sent the majority of right-wing

candidate emails to the spam folder (up to 77.2% marked as spam).

We further observed that the percentage of emails marked byGmail

as spam from the right-wing candidates grew steadily as the elec-

tion date approached while the percentage of emails marked as

spam from the left-wing candidates remained about the same. We

present these and several other important observations in this pa-

per.
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• To the best of our knowledge, this paper presents the first

study that extensively explores the political biases in SFAs.

• We used the propensity score matching approach [32] to

determine whether the SFA of any given email service pro-

vided same treatment to similar emails from candidates of

different political affiliations.

• We have aggregated and analyzed a large data set of over

318K political emails across the three email services. This

data set is available at [11].

Paper Organization:Next, we discuss the related work in § 2 and

describe our methodology in § 3. We then present the extensive

analysis of our data set in § 4 to study our four research questions.

Finally, in § 5, we summarize our observations, discuss their impli-

cations and provide some suggestions, and conclude the paper.

2 RELATED WORK

Researchers have proposed several different definitions of spam

emails. Butler defines spam as any unsolicited email that comes

from an entity that the recipient is not already aware of or has

no interest in knowing about [18]. Cormack et al similarly defines

spam as any unsolicited or unwanted email that is sent indiscrim-

inately, and has no current relation to the recipient [20]. Similar

definitions have been proposed in other related articles [14] [34].

In contrast, Google defines spam as any content that is unwanted

by the user [35]. This is significantly different from the criteria

proposed by the previous research in that the spam email does not

have to meet any of the explicitly defined conditions so long as

there is a reason to believe that the email may be unwanted by

the recipient [35]. Other email clients such as Outlook and Yahoo

have not made their definitions of spam public. In this study, our

objective is to study how these email services treat emails from the

political websites that the recipient has subscribed to, and if that

treatment has any biases, irrespective of how these services define

spam.

One prior work examines the manipulative tactics in political

emails [2]. The focus of this work is on finding different manipu-

lative tactics that the campaigns use to encourage readers to open

emails and donate. It categorizes manipulative tactics as click baits

(forward referencing, sensationalism, urgency), and user interface

manipulation (obscured names, ongoing thread, subject manipu-

lation). To the best of our knowledge, there is no past published

work on examining the political biases in the SFAs of different

email services. However, prior work has examined the biases of

several other web-based algorithms. For example, the past studies

have demonstrated that the online advertising results may be per-

sonalized [16] [22]. Hannak et al found significant personalization

in Google web search based on the account login status and the ge-

olocation of the IP address [25]. Another study reported that 15.8%

of the Bing search results were personalized for different users [26].

Puschmann analyzed Google search results for German political

parties and candidates and found that the results were personal-

ized based on several factors including location, language, and time

[31]. Huyen et al showed that these results are further personalized

based on the user’s browsing history [29]. However, to the best of

our knowledge, no such study exists for email SFAs in the context

of political campaign emails.

3 METHODOLOGY

3.1 Emails and Demographics

We used three email services, Gmail, Outlook, and Yahoo, and cre-

ated 102 email accounts, 34 on each of the three services. To ac-

curately estimate the political biases and mitigate the potential ef-

fects of demographic factors such as ethnicity and age, we created

our email accounts with different combinations of these factors.

As email services do not explicitly collect ethnicity information,

we assigned a different name to each email account that we ran-

domly picked from a database of common names associated with

White, African-American, Hispanic, Asian, and SouthAsian ethnic-

ities. For age, we assigned each email account to one of the three

age groups of 18-40, 40-65, and 65+. Finally, we randomly assigned

male and female genders to the email accounts. To conform to the

ethical standards, none of the email accounts that we created be-

longed to any real users and all the accounts are new with no prior

history. We manually created all the accounts by following the ac-

count creation procedure of the three email services.

3.2 Subscribed Candidates

We subscribed our email accounts to presidential, Senate, andHouse

candidates, described next.

3.2.1 Presidential Candidates: This category includes the two Pres-

idential candidates, one from the left, i.e., Joe Biden (Democrat),

and one from the right, i.e., Donald Trump (Republican).

3.2.2 Senate and House Candidates: This category combines can-

didates from both the United States Senate and the House of Rep-

resentatives, as shown in Fig. 1. The blue and red circles represent

the left and right candidates, respectively, in the US House of Rep-

resentatives that we picked for this study. Similarly, the blue and

red squares represent the left and right Senate candidates. In some

states, we subscribed to a different number of left and right candi-

dates due to four reasons. First, different states have different num-

ber of seats in the House depending on factors like the population

of the state. Second, each Senate and House election is contested

by different number of candidates from both Democratic (left) and

Republican (right) parties. Third, some candidates only had gov-

ernment affiliated websites (with .gov domain names), which are

prohibited to send out campaign emails [6, 12]. Fourth, due to our

automated subscription methodology (will be described shortly),

HouseRepublican

HouseDemocrat

SenateRepublican

SenateDemocrat

Figure 1: Distribution of Senate & House Candidates in our subscriptions.



we could not subscribe to the campaign websites that required fill-

ing out a CAPTCHA form. We initially chose the campaign web-

sites of all the left and the right Senate and House candidates in the

50 states. After filtering those websites based on the third and the

fourth reasons stated above, we ended up with an unequal num-

ber of campaign websites of the left and the right candidates, in

various states, for both the Senate and the House.

To reduce the gap between the number of left and right candi-

dates, our subscription methodology was as follows. If any state

had more than one but unequal number of left and right candi-

dates, we subscribed to the maximum number of candidates such

that the counts of the left and right candidates were the same. To

keep as many states in our analysis as possible, we did not use

this approach in states like Alaska (with only 1 Republican senate

candidate), where we found candidates with non-government af-

filiated websites from only one of the parties. There were 11 such

states. As a result, there is a small difference between the counts of

the left and the right House and Senate candidates in our subscrip-

tions. In total, we subscribed to Senate candidates from 36 states

with 78 subscriptions (44 L and 34 R), and House candidates from

42 states with 156 subscriptions (81 L and 75 R). With both Senate

and House subscriptions combined, we were able to cover all 50

states.

3.3 Experiment Design

To answer our research questions, we designed two experiments,

described next.

3.3.1 Baseline Experiment (E1). This experiment brings forth the

true trends, which have not been subjected to any personalizations,

of the biases in the SFAs of the three email services. The observa-

tions from this experiment also serve as the baseline for the com-

parison of observations from the next experiment. This experiment

involved 66 email accounts, 22 accounts per service. For each email

service, we assigned 6 accounts to White Americans, 6 to African

Americans, 4 to Hispanic Americans, 3 to Asian Americans, and 3

to South Asian Americans. Among each set of 22 email accounts,

the three age groups of 18-40, 40-65, and 65+ had 8, 8, and 6 ac-

counts, respectively. Each email account subscribed to all of the

Presidential, Senate, as well as House candidates included in our

study. We kept the email accounts in the baseline experiment un-

touched and did not subject them to any interactions.

3.3.2 Interaction Experiment (E2). This experiment studies the im-

pact of different interactions with the email accounts on the biases

in SFAs. It contains 12 × 3 email accounts that subscribe to all the

Presidential, Senate, and House candidates in our study. In this ex-

periment, we randomly assigned ethnicity, age, and gender to the

12 email accounts of each service. We split this experiment into

three groups containing 4 × 3 accounts each, and performed three

different interactions, one per group. These three interactions in-

cluded reading all emails, moving all emails from inbox to spam

folder, and moving all emails from spam folder to inbox. We chose

these three interactions for four reasons. First, reading is the most

common action that one performs on an email of interest. Second,

moving emails from inbox to spam folder reflects the user’s pref-

erence that the user is no longer interested in such emails. Third,

moving emails from spam folder to inbox reflects the user’s prefer-

ence that the user is interested in such emails, and the SFAwrongly

marked them as spam. Fourth,we choose tomove all emails instead

of randomly selecting them to avoid introducing any bias based on

the content or sender of the email. We performed the reading in-

teraction on 4 × 3 email accounts every 24 hours, and the other

two interactions of moving from inbox to spam and spam to inbox

every 5 days on their respective 4 × 3 email accounts.

3.4 Subscription Process

As each email account subscribes to 236 websites (2 Presidential,

78 Senate, and 156 House) on average, we had to complete 24,072

subscriptions. To automate the subscription process, we wrote a

Python script that scrapes websites using Selenium library [10],

and automatically fills out the subscription form to subscribe email

accounts to the campaign websites. However, since there are 236

unique websites in our experiments, it was not feasible to write

separate scraping codes for each of these websites. To address this

challenge, we developed a general algorithm that extracts all forms

from awebsite, determines if one ormore of these forms are related

to subscription, and then fills them out. To ensure that we did not

miss any subscriptions, we generated the logs for the failed sub-

scription attempts that we later completed manually by visiting

the corresponding websites.

3.5 Data Set

We started our data collection on July 1st, 2020 and ended it on

February 28th, 2021. However, we observed that the volume of

emails from the campaign websites significantly dropped after No-

vember 20th, 2020. Therefore, we truncated the data set on Novem-

ber 30th, 2020 and conducted analysis on emails that we collected

over these 5 months (153 days). We collected 318,108 emails across

the three services. The content that we have collected for each

email contains mail header fields such as Subject, From, To, Date,

Message-ID, Delivered-To, Received-SPF, Received-by,

Content-Type, MIME-Version, Content-Type, andmessage body.

4 ANALYSIS

In this section, we study the biases in the SFAs of Gmail, Outlook,

and Yahoo. In the following four subsections, we present our re-

sults and observations to answer the four questions mentioned in

§ 1.

4.1 Political Biases in Spam Filtering Algos.

In this section, we study whether the SFAs exhibit political biases

and how these biases compare across different email services. Specif-

ically, we examine whether the SFAs in each of the three email ser-

vices: 1) lean towards the right by sending more campaign emails

of the left to the spam folder, 2) lean towards the left by sending

more campaign emails of the right to spam, or 3) remain neutral by

giving similar treatment to the campaign emails from both left and

right. We answer this question by analyzing the campaign emails

of the Presidential, Senate, and House candidates that we received

in the 22 accounts of each email service in the baseline experiment

(E1). We first analyze the aggregate political bias in the SFAs in

terms of the percentage of the left and the right campaign emails



that are marked as spam. After that, we conduct a temporal evalu-

ation of the political bias at weekly intervals. Last, we analyze the

biases in the SFAs for the campaign emails from individual Senate

and House candidates.

4.1.1 Aggregate Political Bias. We observed that the SFAs of the

email services indeed exhibit political biases: they treat the left and

the right campaign emails differently. Gmail leans towards the left

as it marks a higher percentage of the right emails as spam. Out-

look and Yahoo, on the other hand, lean towards the right. Each

blue line in Fig. 2 shows the cumulative distribution (CDF) of the

percentage of left emails marked as spam in each of the 22 email

accounts of the corresponding email service. The red lines show

the same for the right emails. We observe that each CDF line rises

rapidly, which demonstrates that the SFA of each email service

is fairly consistent across the 22 email accounts in its treatment

of emails as spam. We further observe that Gmail marks a signifi-

cantly higher percentage (67.6%) of emails from the right as spam

compared to the emails from left (just 8.2%). Outlook is unfriendly

to all campaign emails, more unfriendly to the left than to the right.

It marks a higher percentage of left (95.8%) emails as spam than

those of right (75.4%). Yahoomarks 14.2% more left emails as spam

than the right emails. Each of these numbers above represents the

average across the 22 accounts of the corresponding services. On-

ward, we will refer to these observations about Gmail leaning to-

wards the left and Outlook and Yahoo towards the right as the ag-

gregate trend.
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Figure 2: Cumulative distribution of the %age of left (blue) and right (red)

emails marked as spam in each of the 22 email accounts of each service.

4.1.2 Temporal Evolution of Political Bias. Next, we discuss 1) whether

the spam percentage varies over time for the left and right cam-

paign emails, and 2) whether there is any correlation between the

spam percentage and the number of received emails. We present

our observations using Fig. 3. The blue and the red solid lines in this

figure show the average percentage (averaged across the 22 email

accounts) of the left and the right emails, respectively, marked as

spam each week. The shaded bands around the solid lines show

the standard deviation for each week. The blue and the red verti-

cal bars show the total number of emails (inbox + spam) received

each week from the left and the right candidates, respectively.
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Figure 3: Left y-axis: average (line plot) and standard deviation (shaded

bands) of the %age of emails marked as spam each week. Right y-axis: # of

left and right emails (vertical bars) received each week.

Wemake three important observations fromFig. 3. First, in Gmail,

we observe an increasing trend in the right spam percentage over

time, whereas the left spam percentage did not vary much and re-

mained under 15%. For the right spam, we also observe that the

spam percentage increased with an increase in the number of right

campaign emails. The left spam emails also show this trend, albeit,

it is less apparent in Fig. 3. Thus, we plot Fig. 4, where we show the

Pearson correlation (A ) of the number of emails from left and right

received in a week to the percentage of the left and right emails

marked as spam in that week, respectively, in the the 22 email

accounts of each service. We observe from this figure that Gmail

has a positive correlation for both the left (A = 0.45) and the right

(A = 0.44). This shows that Gmail marks a larger fraction of emails

as spam as the volume of emails increases. Second, Outlook is al-

most indifferent to the left spam percentage as it stayed above 85%

for all the weeks. The variation in the number of left emails did not

cause noticeable variation in the spam percentage (A = 0.15). The

right spam percentage shows more volatility over the 22-week pe-

riod, but still, there is no correlation (A = −0.15) between the right

spam percentage and the number of emails from the right. Third,

in Yahoo, the spam emails for both the left and the right initially in-

creased and then decreased over time for most of the weeks. With

the exception of the last two weeks, when the elections were over

and the candidates significantly reduced the number of emails, the

spam percentage for the left emails remained higher than that of

the right emails. For the right candidates, the spam percentage de-

creased with the increase in the number of right emails (A = −0.33).

Contrarily, the left spam percentage increased with the increase in

the number of left emails (A = 0.34).
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Figure 4: Pearson correlation between the weekly average spam %age and

the weekly #of emails in the 22 accounts.

To summarize, the aggregate trend that we observed in §4.1.1

holds over weekly interval as well, i.e. Gmail leans towards the

left whereas, Outlook and Yahoo towards the right. In Gmail and

Yahoo, the number of emails from the left and from the right have

a noticeable influence on the percentages of their emails marked as

spam. However, such influence is not seen in the case of Outlook.

4.2 Impact of Political Affiliation

In §4.1, we saw that there are indeed aggregate biases in the SFAs

of different email services. However, an important question still re-

mains: do these biases exist even when we consider only those emails

from the left and the right candidates that have very similar at-

tributes? In other words, does the political affiliation of the sender

alone play a significant role in getting an email marked as spam?

An answer in affirmative would be worrisome because a sizable

chunk of voting population heavily relies on these email services,

and these biases could sway their decisions about who to vote for

and whether to even cast their votes. There is growing evidence

that the online interactions of people shape their political opinions.

For example, Hu et al. showed that custom Google search snippets

consistently amplify political bias [27].



An ideal way to obtain the answer to this question would be to

have both the left and the right candidates send the same set of

emails to our email accounts. Then, by comparing the percentage

of those emails marked as spam when sent by the left candidates

with the percentage of those same emails marked as spam when

sent by the right candidates, we could answer this question. While

ideal, unfortunately, this approach is impractical because it was

beyond our control to decide what emails different candidates sent.

However, due to the large volume of emails in our data set, it is

still possible to obtain approximately the same effect as the ideal

method described above using the well-known statistical method

of propensity score matching (PSM) [30].

PSM is a popular statistical method that is used to preprocess

data from observational studies in which it is not feasible to con-

duct a randomized controlled trial, i.e., the studies where it is not

possible to control who gets to be the member of the treatment

group and who gets to be the member of the control group. PSM

essentially takes various attributes, commonly known as covari-

ates, of the members of the treatment and the control groups and

selects appropriate members from the two groups to create a new

treatment and a new control group, also known asmatched groups,

such that the distribution of any given covariate of the members of

the matched treatment group is similar to the distribution of that

covariate of the members of the matched control group. As a result

of this similarity of distributions, the observations that one makes

from the two matched groups about the effects of the treatment

can be approximated to be the observations from a randomized

controlled trial [30]. Note that the original treatment and control

groups are also known as unmatched groups. We have provided

a quick primer on PSM in the supplementary material, §A.1. For

more details on PSM, we refer the interested readers to [19, 30, 32].

Next, we first map our emails problem to PSM and describe the

covariates that we have selected. After that, we present our ob-

servations from the matched groups that PSM creates and study

whether significant biases exist in SFAs even in thematched groups.

4.2.1 Mapping Emails Problem to PSM. PSM takes all the emails,

selects a subset of emails from them based on the values of appro-

priate covariates (which we will discuss shortly), and creates the

two matched groups. All the emails in one group are from the left

and the other are from the right. An important property of these

groups is that each email in one group has a corresponding email

in the other group such that the values of the covariates of the two

emails are very similar. Thus, the emails in the twomatched groups

are very similar in terms of the selected covariates. Once PSM cre-

ates the matched groups, we can then study whether or not the

SFA of any given email service marked a comparable percentage

of the emails in the two matched groups as spam.

We applied PSM on our email data set collected during the base-

line experiment (E1). In our application of PSM on emails in any

given email service, the unmatched treatment group is comprised

of the emails from that political affiliationwhose emails weremarked

more as spam. For example, for Gmail, we considered emails from

the right candidates as the treatment group and the emails from

the left candidates as the control group because more emails from

right were classified byGmail as spam compared to the emails from

left. The reason behind considering emails from the disadvantaged

political affiliation (i.e., political affiliation for which a larger per-

centage of emails was marked as spam) as the treatment group is

that our goal is to determine whether that group of emails has been

treated unfairly by the SFA compared to the emails from the other

affiliation. Table 1 summarizes which political affiliation’s emails

we considered as the treatment group and which affiliation’s as the

control group in applying PSM on each email service.

Table 1: Assignment of emails to treatment group (/ = 1) and control group

(/ = 0) for the three services.

Z Gmail Outlook Yahoo

1 Right Left Left

0 Left Right Right

4.2.2 Selection of Covariates. The covariates whose values PSM

uses should be the features that the SFAs use in determiningwhether

any given email is spam or not. Unfortunately, none of the three

email services providers in our study have publicly disclosed what

these feature are. However, researchers have studied SFAs in the

past and have identified five types of features that appear to in-

fluence the decisions of SFAs [17, 21]. These include 1) the meta

data about email content, 2) the actual content of the email, 3) the

attributes of the sender, 4) the reaction of the recipient (such as

reading an email, replying to it, marking an email as spam or not-

spam), and 5) the demographics of the recipient. Among these five

types of features, the values for the last two types of features are

not determined by the senders rather by the receivers (i.e., us), and

thus do not need PSM. We will analyze the impacts of the reac-

tions of the recipients in §4.3 and of their demographics in §4.4.

The values of the first three types of features, however, are beyond

our control as they depend on who is sending the emails and what

content are they including in the emails. Thus, these three types

of features require the use of PSM.

For the third type of features, i.e., the attributes of the sender, the

only informationwe have is the IP address of the SMTP server used

by the sender. Our analysis revealed that over 80% of the emails

from the right were sent using just four digital marketing orga-

nizations, namely BlueHornet [8], Acoustic [3], Amazon-SES [4],

and MailGun [7]. Similarly, over 80% of the emails from the left

were sent using Blue State Digital [5], NGP VAN [9], Amazon-SES

[4], and MailGun [7]. As these digital marketing organizations are

among the largest in the world, it is highly unlikely that the SFAs

would mark emails as spam just because they were sent using one

of their SMTP servers. Thus, we do not perform PSM using the IP

address of the sender’s SMTP server as a covariate.

This leaves us with the first two feature types. Next, we describe

the covariates that we selected for these two types of features.

T1:MetaData basedCovariates. Themeta data based covariates

capture the properties of the contents of the email instead of the

actual contents of the email. We calculated values for ten meta data

covariates, listed and defined in Table 2, from each email. In select-

ing these covariates, one of the properties that we considered was

that the distribution of any given covariate in the unmatched treat-

ment group should have some overlap with the distribution of that

covariate in the unmatched control group. A covariate whose dis-

tributions do not have any overlap in the two groups would cause



the propensity scores of the otherwise similar emails across the

two groups to become very different. This could keep PSM from

creating good email pairs (see §A.1 to note that each pair has one

email from unmatched treatment group and the other email from

the unmatched control group such that the difference between the

values of their covariates is under a threshold).

Table 2: The ten T1 Covariates

Covariate Description

Content Lex-

icon

The number of words in the text of the email.

# Sentences The number of sentences in the text of the email.

Readability

Score

Calculated using the widely used Gunning Fog index [24,

28, 33].

Social Media The number of times social media platforms are men-

tioned in the text body.

Thread Whether or not the subject starts with "Re:" or "Fwd:"

Upper Case The number of upper case words in the subject and body.

Special Char-

acters

The number of special characters such as !, @, * in the

subject and the content.

# HREFs The number of HREFs present in the raw body of the

email.

# HTTP The number of HTTP(s) links in the raw email body.

# Images The number of images referred or attached in the raw

body.

T2: Content based Covariates. To apply PSM on emails based

on their contents, we need to create pairs of matched groups such

that the topics of the emails in any given pair of matched groups

are closely related and the text of the emails in that pair of matched

groups has similar terms. To obtain covariates that can result in

such pairs of matched groups, we use results from a recent study

on election emails [2]. In this study, the authors applied a structural

topic model on the content of over 105K emails and determined

that there are 65 unique topics that political campaign emails are

about. They partitioned these 65 topics into six categories: C1) po-

litical campaigns and events (topics such as Trump MAGA, pri-

mary debate, etc.), C2) political issues (LGBTQ, guns, etc.), C3) voter

mobilization (winning races, voting, etc.), C4) explicit fundraising

(donations, fundraising deadlines, etc.), C5) ceremonial niceties (so-

cial media, holiday wishes, etc.), and C6) miscellaneous (signing

petitions, surveys, etc.). For each topic, the authors presented 15

FREX terms (terms that are frequent as well as exclusive for a given

topic) and 15 probability terms (terms with the highest likelihood

of appearing in an email on a given topic). For the complete list of

topics as well as the FREX and the probability terms for each topic,

we refer the interested readers to Table 2 in [2].

In our PSManalysis wherewe consider the contents of the emails,

we create six pairs of matched groups, one pair per category. To

create a pair of matched groups corresponding to any given cat-

egory, we use the sum of the frequency of the FREX terms and

the sum of the frequency of the probability terms of each topic in

any given email as covariates. To clarify with an example, consider

a hypothetical category that has four topics. For this category, we

will have eight covariates, two per topic (one from FREX terms and

the other from probability terms). The value of the covariate from

FREX terms for any given topic from any given email is calculated

by counting the number of times the FREX terms for that topic ap-

pear in the content (subject and body) of that email. The value of

the covariate from probability terms is calculated in the same way

by counting the number of appearances of the probability terms.

4.2.3 Applying the PSM. Next, we apply PSM to create thematched

treatment and control groups of emails. We emphasize that we do

not use all the covariates of the two types (i.e., T1 and T2) together.

We separately apply PSM on T1 covariates and on the covariates of

each of the six categories in T2. To make the paper self-conatined,

we have presented the technical details of how our implementation

of PSM worked in the supplementary material, §A.2.

4.2.4 Observations from the Matched Groups. Now that we have

created the matched groups, we study whether the SFAs demon-

strate similar biases in the matched groups as we saw in §4.1.1. Fig.

5 plots the difference between the percentage of emails marked as

spam in thematched treatment group and the percentage of emails

marked as spam in thematched control group (i.e., Treatment Spam

% − Control Spam %) for each of the three email services and for

each of the 7 matched groups (one matched group generated using

T1 covariates and six matched groups generated using the covari-

ates of the six categories in T2.) Recall from Table 1 that the treat-

ment group for Gmail is comprised of the emails from right candi-

dates, while for Outlook and Yahoo, it is comprised of emails from

the left candidates. For comparison, Fig. 5 also plots the absolute

difference (green line) between the percentage of emails marked

as spam in the unmatched treatment group and the percentage of

emails marked as spam in the unmatched control group for each

of the three email services.
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Figure 5: Treatment Spam % − Control Spam %. The color of any given bar

represents the political affiliation of the emails in the corresponding treat-

ment group.

From this figure, we observe that the aggregate trend that we

observed in §4.1.1 holds even in the matched groups and the val-

ues of Treatment Spam % − Control Spam % in the matched groups

are fairly close to those observed in the unmatched groups (shown

with green lines). In Gmail, for the matched groups obtained using

C1 and C2, we observed a 17.1% and 16.2% decrease, respectively.

This happened because in the unmatched groups, Gmail was mark-

ing almost all the emails on the topics of Lindsey Graham and South

Carolina in C1 and on radical left in C2 sent by the candidates from

the right as spam. Since there were very few emails on these top-

ics from the left candidates, the matched groups did not contain

many emails on these topics, which helped reduce the value of

Treatment Spam %. Nonetheless, while there was a decrease, the

values of Treatment Spam % − Control Spam % were still > 40%.

4.3 Impact of Interactions

In this section, we study whether the interactions of the users with

their email accounts cause the biases to decrease or increase. For



this, we analyze the emails collected during the Interaction Experi-

ment E2 (§3.3.2) for the three different types of interactions that we

performed on the campaign emails: 1) reading all emails, 2) moving

all emails in inbox to spam folder (I→S), and 3) moving all emails

in spam folder to inbox (S→I). We started the reading interaction

with the campaign emails on August 3, 2020 and repeated daily,

and the I→S and S→I interactions on September 13, 2020 and re-

peated every 5 days. Recall from §3.3.2 that we performed these

three interactions on three different sets of email accounts.

To study the impact of these interactions on the political biases

in the SFAs, we present the observations from this interaction ex-

periment (E2) relative to the observations from the baseline exper-

iment (E1). We measure this impact in two ways. First, to observe

any changes in the percentages of emails marked as spam as a re-

sult of the interactions, we compute the difference between the left

(right) spam percentage in E2 and the left (right) spam percentage

in E1. Second, to analyze whether the interaction increased or de-

creased the political bias in the SFAs, we compute the Bias-Index

(BI ) defined as:

BI =
|E2 Left Spam % − E2 Right Spam %|

|E1 Left Spam % − E1 Right Spam %|

The values of BI can lie in three ranges, interpreted as:

• 0 < BI < 1: the bias in E2 dropped lower than the bias in E1

in response to the given interaction.

• BI = 1: the bias in E2 stayed the same as E1.

• BI > 1: the bias in E2 increased compared to E1.

4.3.1 Reading All Emails (Inbox + Spam). When a user reads po-

litical emails, the spam percentage should decrease because, ar-

guably, the user is showing interest in the received content. How-

ever, we observed that the SFAs in the three email services reacted

differently to the reading interaction. Fig. 6 presents the impact, at

weekly intervals, of reading all emails. The negative values of spam

percentage difference in this figure demonstrate a decrease in spam

percentage relative to the baseline experiment (E1) and vice versa.

We observe from this figure that in Gmail, the spam percentage

marginally decreased for both the left and the right emails while

still maintaining Gmail’s leaning towards the left. Due to only a

marginal impact, the BI stayed approximately at 1. In Outlook, the

percentage of right spam kept decreasing over time while that of

left spam stayed unchanged. This increased the right-leaning of

Outlook further, which resulted in a slightly increasing trend in

BI overtime. In Yahoo, we observed a counter-intuitive trend: the

spam percentage of both the left and the right emails slightly in-

creased due to the reading interaction. The increase was more for

right emails compared to the left emails, which resulted in slight

decrease in the BI . Nonetheless, the changes in the spam percent-

ages across all three services were minimal.
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Figure 6: Impact of reading interaction on the left and right spam percent-

ages (left y-axis) and the political bias index (right y-axis).

To see the net impact of the interactions on the bias, for each

email service, Fig. 7 shows the average percentage of the left emails

and of the right emails marked as spam in the baseline experiment,

after all reading interactions, after all I→S interactions, and after

all S→I interactions. This figure makes it clear that after the read-

ing interactions, for all three email services, while there are minor

changes in the percentages of the left and the right emails marked

as spam, when compared to the baseline experiment, the magni-

tudes of the changes are negligible. Thus, the reading interaction

did not have any significant impact on the political bias of any of

the three email services.
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Figure 7: Percentage of left and right emails marked as spam in baseline

experiment and after the reading, I→S, and S→I interactions.

4.3.2 Moving All Inbox Emails to Spam Folder. Fig. 8 presents the

impact of the I→S interaction on spam percentage and political

bias index for the three services. We observe from this figure that

Gmail startsmarking a significantly higher percentage of left emails

as spam in response to the I→S interaction, reducing its left-leaning.

The percentage of right emailsmarked as spam also increased. These

increases are intuitive becausewhen a usermoves certain emails to

the spam folder, the user is expressing that, in future, such emails

should not appear in the inbox. The increase in left spam percent-

age was significantly higher (by 45%) compared to the right spam

percentage (by 11%), which is also intuitive because, in the base-

line experiment, the percentage of right spam emails in Gmail was

already a lot higher than the percentage of left spam emails. Con-

sequently, the BI of Gmail reduced significantly, showing that the

I→S interaction significantly increased the fairness of Gmail to-

wards the left and right emails when compared to the observa-

tions from the baseline experiment (E1). Fig. 7 shows that after all

five I→S interactions, Gmail marked 54.2% and 83.9% emails from

left and right, respectively, as spam across the 4 email accounts

assigned to the I→S interaction for Gmail in E2. While Gmail’s

biasness reduced, it still stayed slightly left-leaning.
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Figure 8: Impact of I→S interaction on the left and right spam percentages

and the bias index. X-axis shows I→S interaction number.

Yahoo demonstrated a similar trend where the spam percent-

age of both left and right emails increased. As the increase in the

right spam percentage was more than the left spam percentage

compared to the baseline experiment, Yahoo’s BI improved (i.e.,

decreased) in response to the I→S interaction. Fig. 7 shows that

after the I→S interactions Yahoo became almost unbiased. Out-

look, however, did not show a significant impact on the percentage

of emails marked as spam. Consequently, Outlook’s BI improved

only marginally in response to the I→S interaction. This was ex-

pected as Outlook was already marking most left (96%) as well as

right (81%) emails as spam (Fig. 2), and thus the room for marking

more emails as spam was relatively small.



To summarize, due to the I→S interaction, the political bias in

all services improved, significantly in Gmail, moderately in Yahoo,

while only marginally in Outlook.

4.3.3 Moving All Spam Emails to Inbox. When a usermoves emails

from spam to inbox, the spam percentage should decrease because

the user is showing interest that such emails should appear in the

inbox. The response of Gmail to the S→I interaction follows this

intuition while that of Outlook and Yahoo does not. Fig. 9 shows

how much the spam percentage and bias index for the three ser-

vices changed after each S→I interaction. The negative values for

both the left and right emails for Gmail show that Gmail starts

putting a higher percentage of emails from both sides in inbox af-

ter just the first S→I interaction. Fig. 7 shows that after the five

S→I interactions, on average, Gmail marks just 5.34% of the right

emails as spam (compared to 67.6% in the baseline experiment) and

0% of the left emails as spam (compared to the 8.2% in the baseline

experiment). Thus, Gmail still maintains its left leaning, but not

very strongly anymore (BI also dropped significantly).
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Figure 9: Impact of S→I interaction on spam percentages and BI . X-axis

shows S→I interaction number.

The response of Outlook to the S→I interaction was counter-

intuitive. Although Outlook marked the largest number of both

left and right emails as spam in the baseline experiment, its re-

duction in spam percentages in response to the S→I interaction

was only marginal for both the left (by 5%) and the right (by 8.3%)

emails. This resulted in an increase in Outlook’s right-leaning fur-

ther (BI increased). Yahoo demonstrated similar behavior as Out-

look: while it marginally decreased its spam percentage, the de-

crease was slightly more for the right emails compared to the left

emails, increasing its right-leaning (BI increased here as well).

To summarize, due to the S→I interaction, the political bias in

Gmail reduced significantly. However, unexpectedly, it increased

in both Outlook and Yahoo because neither of the two services

reacted noticeably to user’s desire to not mark the emails as spam

that the two services were marking as spam.

4.4 Impact of Demographics

Recall from §3.1 that our email accounts are comprised of multiple

combinations of three age groups, five ethnicities, and two gen-

ders. We observed from our data that neither the age group, nor

the ethnicity, nor the gender of the account holder had any impact

on how SFAs treated the emails. Due to this and due to the space

constraints, we have not shown any corresponding figures.

5 CONCLUDING DISCUSSION

In this paper, we conducted a large-scale measurement study to

examine biases in SFAs of Gmail, Outlook, and Yahoo during the

2020 US elections.We subscribed to a large number of left and right

Presidential, Senate, and House candidates using several email ac-

counts on the three email services. Next, we first summarize the

answers that our analysis has revealed to the four questions we

posed in §1, and after that provide a concluding discussion to wrap

up the study.

Summary.Our observations in §4.1 to answerQ1 revealed that all

SFAs exhibited political biases in the months leading upto the 2020

US elections. Gmail leaned towards the left (Democrats) whereas

Outlook and Yahoo leaned towards the right (Republicans). Gmail

marked 59.3% more emails from the right candidates as spam com-

pared to the left candidates, whereas Outlook and Yahoo marked

20.4% and 14.2% more emails from left candidates as spam com-

pared to the right candidates, respectively.

Our analysis in §4.2 to answer Q2 showed that the aggregate

biases that we observed in the complete email data set persisted

even when we considered only those emails from the left and right

candidates that had very similar covariates. Thus, it appears that

the political affiliation of the sender plays role in getting an email

marked as spam.

Our observations in §4.3 to answer Q3 showed that Gmail re-

sponded significantly more rapidly to user interactions compared

to Outlook and Yahoo. While the political bias in Gmail stayed

unchanged after the reading interaction, it decreased significantly

due to the I→S and S→I interactions. Contrary to this, the politi-

cal bias in Outlook, increased due to the reading and S→I interac-

tions while it remained almost unchanged after the I→S interac-

tion. In Yahoo, the bias decreased due to the reading and I→S in-

teractions while it increased due to the S→I interaction. While the

political biases changed in response to various interactions, Gmail

maintained its left leaning while Outlook and Yahoo maintained

their right leaning in all scenarios.

Finally, our observations in §4.4 to answer Q4 showed that the

demographic factors, including age, ethnicity, and gender, did not

influence the political bias of SFAs.

Discussion. We conclude the paper with three thoughts. The ob-

servation that the aggregate trend that we observed in §4.1.1 for

the unmatched groups showed up in the matched groups as well

is rather worrying because this implies that the SFAs of email ser-

vices do have quite a noticeable bias. They mark emails with simi-

lar features from the candidates of one political affiliation as spam

while do not mark similar emails from the candidates of the other

political affiliation as spam. Thus the political affiliation of the sender

appears to play some role towards the decision of the SFAs. Ar-

guably, there is also this possibility that the SFAs of email services

learnt from the choices of some voters marking certain campaign

emails as spam and startedmarking those/similar campaign emails

as spam for other voters. While we have no reason to believe that

there were deliberate attempts from these email services to cre-

ate these biases to influence the voters, the fact remains there that

their SFAs have learnt to mark more emails from one political af-

filiation as spam compared to the other. As these prominent email

services are actively used by a sizable chunk of voting population

and as many of the voters today rely on the information they see

(or don’t see) online, such biases may have an unignorable impact

on the outcomes of an election. It is imperative for the email ser-

vices to audit their SFAs to ensure that any properties of the sender

that they consider in determining whether any given email is spam

or not are not, unknowingly, putting one side at an advantage com-

pared to the other.



Second, the general perception is that when a user reads emails,

marks them as spam, or moves them from the spam folder to inbox,

the SFA adapts to user’s preferences. While our observations agree

with this perception, very strongly for Gmail and to a smaller ex-

tent for Outlook and Yahoo, this adaptation does not necessarily

eliminate the political bias. Some interactions do reduce the bias,

but that effect is not consistent across all the email services. In

other words, we did not find any consistent actions that one could

recommend to users to help them reduce the bias in the way the

SFA treats political emails that are sent to them.

Third, if an undecided voter receives too many emails from one

political party, there is a likelihood that they may get swayed to-

wards that party. As users open their spam folders very infrequently,

it is unlikely that most undecided voters will undertake the effort

to open the spam folder and mark some campaign emails as not-

spam to make the SFA unbiased. Therefore, it is important for the

SFAs to be unbiased at the outset without relying on explicit user

feedback.

We conclude by noting that fairness of spam filtering algorithm

is an important problem that needs dedicated attention from email

service providers, particularly due to the enormous influence that

electronic communication has in our lives today and will have go-

ing forward. However, it is not an easy problem to solve. Attempts

to reduce the biases of SFAs may inadvertently affect their efficacy.

Therefore, there is an imminent need to develop techniques that

reduce the biases of SFAs while simultaneously ensuring that the

users do not receive unwanted emails.
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A SUPPLEMENTARY MATERIAL

A.1 PSM – A Primer

To create thematched treatment and control groups, PSMperforms

two steps. In the first step, it calculates a propensity score for each

member of the unmatched treatment and control groups using the

values of the covariates of that member. Propensity score for any

given member is defined as the probability that that member be-

longs to the treatment group conditioned on themember’s covarites.

Formally, for any member 8 , let /8 represent the indicator random

variable that is 1 if the member 8 belongs to the treatment group

and 0 if the member 8 belongs to the control group. Let the number

of covariates that can be observed for any given member be  and

let -8 9 represent the 9
th covariate of the 8th member. The propen-

sity score for the 8th member, represented by 48 , is then given by

the following equation.

48 = %A (/ i = 1|-81, -82, . . . , -8 )

In the second step, PSM uses the scores that it calculated for all

the members of the unmatched treatment and control groups, and

creates matched treatment and control groups. More specifically,

for each member 8 of the unmatched treatment group, PSM finds a

member 9 in the unmatched control group such that the absolute

difference between the scores of the two members (i.e., |48 − 4 9 |)

is below a certain threshold. If it is able to find such a member 9

in the control group, it puts the member 8 of the unmatched treat-

ment group into the matched treatment group and the member 9

of the unmatched control group into the matched control group.

If it is not able to find a member in the control group for which

|48 − 4 9 | is below the threshold, it discards the member 8 of the

unmatched treatment group and moves on to member 8 + 1 and

repeats the step above. After iterating through all the members of

the unmatched treatment group, PSM returns the new treatment
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https://ethics.house.gov/campaign
https://www.mailgun.com/
https://mapp.com/bluehornet/
https://www.ngpvan.com/
https://www.selenium.dev/
https://drive.google.com/drive/u/1/folders/1DgL_K1Vmfj7v6Rvz3BtL6PG7sPIwZ9xL
https://www.ethics.senate.gov/public/
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Figure 10: Histograms of the propensity scores of the emails in the un-

matched treatment (T) and the unmatched control (C) groups using T1 co-

variates.

and control groups, where the distribution of any given covariate

is very similar in the two matched groups.

A.2 Applying PSM on Emails Data Set

Next, we describe how we apply the two steps of PSM (mentioned

in §A.1) to create thematched treatment andmatched control groups

of emails from the unmatched treatment and unmatched control

groups. We emphasize that we do not use all the covariates of the

two types described above together. Instead, we separately apply

the two steps of PSM on T1 covariates and on the covariates of

each of the six categories in T2.

Step 1: Propensity Score Estimation. To estimate the propen-

sity score for each email, we first create a logistic regression model

using covairates as the independent variables and / as the depen-

dent variable. Recall from §A.1 and Table 1 that / is equal to 1 for

any email that belongs to the treatment group and is equal to 0

for emails that belong to the control group. As different covariates

can have different amounts of correlations with / , we incorporate

lasso regularization when creating the logistic regression [13, 36].

Lasso regularization discounts the effect of covariates that do not

have a noticeable correlation with / . After creating the logistic

regression model, for each email, we feed its covariates to this

model and the model outputs a value between 0 and 1, which is the

propensity score for the email. The method that we just described

is one of the most common methods in literature to estimate the

propensity scores [15, 30].

Step 2: Matching. Fig. 10 shows the distributions of the propen-

sity scores in the unmatched treatment (marked as T) and control

(marked as C) groups for the three services when using T1 covari-

ates. We observe from this figure that for each email service, there

is a decent overlap between the distributions of the left and the

right emails. This shows that we should be able to create matched

treatment and control groups with large enough number of emails

in each group such that any observations that we make from them

are statistically significant. We made very similar observations for

the T2 covariates.

As with the propensity score estimation, several methods have

been proposed in literature to create matched groups. We again

employed one of the commonly used methods, known as caliper

matching [15]. Caliper matching not only creates well-matched

pairs of emails but also excludes any emails from the treatment

group for which a good match in the control group is not avail-

able. Calipermatching matches any given email 8 in the unmatched

treatment group with that email 9 in the unmatched control group
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Figure 11: Histograms of the propensity scores of the emails in thematched

treatment (T) and the matched control (C) groups using T1 covariates.

for which the absolute difference between propensity scores of the

two emails is minimum and at the same time less than a threshold

�. The threshold �, also known as the caliper width, is defined as

� = ^ × f where f is the standard deviation of all the propen-

sity scores in the unmatched treatment and control groups, and ^

is a multiplicative constant. In [15], the authors suggested to set

^ = 0.2.

The quality of thematched treatment and control groups is quan-

tified in terms of standardized mean difference (SMD), given by the

following equation:

SMD = (4T − 4C)/

√

(B2T + B2C)/2

where 4T and B2T represent themean and variance of the propensity

scores in the matched treatment group and 4T and B2T represent the

same for the matched control group. The quality of the matched

groups is considered good when the absolute value of the SMD is

≤ 0.1 [15].

To create the matched treatment and control groups, we start

with ^ = 0.2 and find an email in the unmatched control group

corresponding to each email in the unmatched treatment group as

per the caliper matching criteria mentioned above. Next, we check

the quality of the resulting matched treatment and control groups

by calculating the value of SMD. If the absolute value of SMD turns

out to be greater than 0.1, we tighten the caliper width by decre-

menting ^ in the steps of 0.02, and repeat the steps again until

|SMD| drops below 0.1. At this point, we obtain the final matched

treatment and control groups that have the same number of emails,

and the distribution of the propensity scores as well as that of any

covariate is very similar across the two groups. For example, Fig.

11 shows the distribution of the propensity scores in the matched

treatment and in the matched control groups for the three services

using the T1 covariates. We indeed observe that for each email

service, the distribution of the propensity scores in the matched

treatment group very closely overlaps with the distribution of the

propensity scores in the matched control group. This shows that

the two matched groups for each email service that PSM has cre-

ated for us are indeed comprised of two very similar sets of emails.

We made very similar observations for the T2 covariates.
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